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[pencraBiensl pe3yabTaThl MEPBOTO dTAa UCCIIEIOBAHUS B PaAMKaX JUCCEPTAIIMOHHON paboThI
«I/ICCJIGI[OBaHI/Ie MCTOAOB 1 AJITOPUTMOB KOMITBIOTEPHOT'O 3PCHUSA B 06JIaCTI/I BBISIBIICHHS OOJIe3HEN
pactenuid». [IpoBeneH anamu3 paboT, CBA3aHHBIX C ABTOMATHYECKOM OLIEHKOW CTEIICHU MTOPAKECHUS
pacteHuii 0oNe3HsAMU. YCTaHOBICHO, YTO JUIsl PEICHUS 3a71a4 B JJAHHOM OOJIACTH MEepPCIeKTUBHBI-
MU METOAaMU ABJIAIOTCA CBEPTOYHBLIC HeﬁpOHHLIe CCTHU, KOTOPBIC B HACTOALIICC BPEMS 11O TOUHOCTHU
MIPEBOCXOJIAT KIIACCHYSCKHE METOJbI KOMIIBIOTEPHOTO 3peHus. i OlEHKH CTENEHH MOpaKeHUs
HCTIONB3YIOTCS KITaCCU(DUKAIIMOHHBIC M CEIMEHTAIIMOHHBIC apXUTEKTYPhl CBEPTOYHBIX HEUPOHHBIX
cereil. [Ipu 3ToM, KITacCU(pHUKAIIMOHHBIE aPXUTEKTYPbI CIIOCOOHBI YUUTHIBATh BU3yalbHbIEe 0COOCH-
HOCTH IIPU3HAKOB OO0JIC3HEH Ha Pa3HBIX CTAIUSAX 3a00JICBaHMsI, HO C UX ITOMOIIBIO HEJIB3S MOyYUTh
HHPOPMAIHIO 0 (aKTHYECKOW IMJIOIIAIN MOpaKeHHsl. PelieHns, OCHOBaHHBIC HA CErMEHTAI[MOH-
HBIX apXUTEKTypax, MO3BOJISIOT MONYYUTh HH(POPMAIUIO O IUIOIMIAAN TOPAKEHHS, HO HE TIPOBOJIST
rpajaluio CTEICHH TOPAKEHUS 10 BUAUMBIM MpU3HAKaM Ooie3Hu. Ha ocHOBaHMU MPOBEICHHOTO
aHaln3a CyIIeCTBYIONINX pa0OT, OCHOBAHHBIX HA TPUMEHEHNUHU CBEPTOUHBIX HEHPOHHBIX CETEH U Ba-
PHAHTOB MX UCTIOJIb30BAHUS, OTIPE/IeNICHA 11eJTh HACTOSIIErO UCCIIeIOBaHMs: pa3paboTarh aBTOMATH-
YECKYH0 CHUCTEMY, CIIOCOOHYIO OIPE/EeNATh IIOMIA/lb MOPAXKCHUS, & TAKIKE YUYUTHIBATh BU3yaIbHbBIC
0COOCHHOCTH MPHU3HAKOB 3a00JICBAHMS U THIT UMMYHOJIOTHUECKON pEaKkIMi PACTCHUS Ha PasHbIX
CTagusdaX pa3sBUTHA. HnaHpreTcsl IOCTPOUTH CUCTEMY HAa OCHOBC CeFMeHTaHHOHHOﬁ APXUTCKTYPbIL
CBEPTOYHON HEHPOHHOU CeTH, KoTopas OyJeT MPOU3BOAUTH MYJITHKIACCOBY CEIMEHTAIUI0 U30-
Opaxxenuit. Takas ceTh criocoOHa pa3IeysaTh MUKCEIH N300paKeHUS Ha HECKOIBKO KIIAcCOB: (OH,
30poBasi 00NACTh JIMCTA, OpaKeHHas: 001acTh JucTa. B cBOIO ovepens Kilacce «rmopakeHHas 00-
nacTb» OylleT BKJIFOYATh B Ce0si HECKOJIBKO IMOJKIACCOB, COOTBETCTBYIOIINX BU3yalbHBIM OCOOCH-
HOCTSIM 3200JICBaHUS HA Pa3HBIX CTAJIUSIX PA3BUTHSL.

KuaroueBbie ci1oBa: 00JIe3HU PACTEHUI, CTEIICHb TIOPAKEHUS PACTCHUH, KOMITBIOTEPHOE 3PEHUE,
CBEPTOYHBIE HEWPOHHBIE CETH, KIIACCH(UKAIIHS, CETMEHTAIVs, pa3MeTKa Jaracera
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The first stage results within the framework of the thesis “Investigation of computer vision meth-
ods and algorithms in the field of plant diseases detection” are presented. The analysis of the work
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related to the automatic assessment of plant disease severity was carried out. It was established that
for solving problems in this field, convolution neural networks are promising methods, which are
currently superior to classical methods of computer vision in terms of accuracy. To assess the sever-
ity degree, classification and segmentation architectures of convolutional neural networks are used.
Classification architectures are able to take into account disease visual features at different stages of
the disease development, but information about the actual affected area is unavailable. On the other
hand, solutions based on segmentation architectures provide actual data on the lesion area, but do
not grade severity levels according to disease visual features. Based on the result of the research into
the application of convolutional neural networks and options for their use, the goal of this study was
determined, which is to develop an automatic system capable of determining the lesion area, as well
as to take into account disease visual features and the type of immunological reaction of the plant at
different stages of disease progress. It is planned to build a system based on the segmentation archi-
tecture of a convolutional neural network, which will produce multi-class image segmentation. Such
a network is able to divide image pixels into several classes: background, healthy leaf area, affected
leaf area. In turn, the class "affected leaf area" will include several subclasses corresponding to the

disease visual features at different stages of disease progress.
Keywords: plants diseases, plant disease severity, computer vision, convolutional neural net-
works, classification, segmentation, dataset markup
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During 1980-2020 annual losses of the
world harvest due to diseases and pests ranged
from 20 to 40% [1]. With the current growth
of the world's population, due to the lack of
quality food, such trends can lead not only to a
deterioration in human health, but also become
a threat to the existence of mankind. Carrying
out timely control of the state of agricultural
crops and selection of plant varieties resistant
to various diseases will prevent these negative
consequences. In this regard, visual monitor-
ing of plants is required [2, 3]. Currently, such
monitoring is performed manually, its quality is
subjective and not always qualified by experts.
With the development of machine learning and
robotics technologies, the implementation of
these tasks is possible in the agricultural indus-
try using methods and algorithms of computer
vision, including convolutional neural net-
works (CNN) as artificial neural networks for
effective pattern recognition.

Convolutional neural networks are capable
of detecting diseases at various stages, as vis-

ible signs of disease change over time. It is ur-
gent to create a system capable of detecting a
disease throughout the entire cycle of its devel-
opment and classifying plant damage according
to its severity. The solution to this problem is
necessary for the early prevention of the devel-
opment of diseases, to determine the resistance
of the variety to pathogens, to maintain crop
yields.

The aim of the study is to develop an auto-
matic system for classifying the degree of plant
disease damage using convolutional neural net-
works, to assess the efficiency of the system.

Within the framework of the dissertation
research, it is planned to solve the following
tasks:

1) to analyze the existing algorithms of con-
volutional neural networks and options for their
use to solve the problems of classifying the de-
gree of damage to plants by diseases;

2) to develop an algorithm for marking up a
dataset on images of diseased and healthy plant
leaves;
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3) to develop a system based on convolution-
al neural networks for segmentation of diseased
plant areas and their classification according to
the degree of damage;

4) evaluate the effectiveness of the devel-
oped system according to the selected metrics
on various data sets.

At the first stage of the research, an analy-
sis of literature sources was carried out with a
description of systems for classifying plants ac-
cording to the degree of disease damage using
neural networks.

Computer vision is a set of methods and al-
gorithms that allow the detection, observation
and classification of objects, obtaining infor-
mation from images. There are two main direc-
tions in the field of computer vision:

1) classical methods;

2) deep learning'.

They differ in that classical methods involve
the selection of image features manually, by an
operator, while deep learning (neural networks)
does this automatically. There is a significant
difference in the accuracy of these approaches.
The best methods of classical computer vision
provide an accuracy of up to 80%, while deep
learning in some cases - 99% [4]. To ensure
high accuracy of the neural network opera-
tion, it is necessary to train it (teach to select
and generalize features) on a sufficient amount
of data. This is important to solve problems of
identifying plant diseases [4, 5].

Most of the research that is carried out in this
area is related to the identification of plants and
diseases. However, the disease in the process
of its development has various manifestations
and symptoms, which is not always taken into
account when developing systems based on the
CNN [6, 7]. To determine the degree of damage
to plants, two types of CNN architectures are
used: classification and segmentation [8]. Clas-
sification CNN establish the belonging of the
whole image to a certain class. To train them,
it is enough to annotate the images with sig-
natures, for example, with a certain degree of
defeat. In turn, the segmentation networks clas-

sify each pixel in the image, they need masks of
the affected areas for training.

The following are some of the existing ap-
proaches to assessing plant diseases by degree
of damage and methods of data preparation that
were used for training.

CNN classification architectures are used in
the works [9—12]. Annotation of the data was
carried out manually by specialists; a caption
was added to each image: a healthy organ, a
diseased organ at different stages of the sever-
ity (initial, medium and severe) [9—11]. The au-
thors of other works proposed to annotate im-
ages of leaves of various plants automatically
[12]. The background, leaf and affected areas
were highlighted using classical computer vi-
sion methods. The degree of severity was deter-
mined by counting the number of pixels of the
affected area relative to the number of pixels
of the entire leaf. As a result, as in the case of
manual marking, each sheet image was anno-
tated with a caption. Then, CNN were trained
on these data and the accuracy with which they
carried out the classification was assessed.

There are also studies based on segmenta-
tion architectures of neural networks. A sys-
tem for automatic assessment of the resistance
of wheat varieties to Fusarium head blight has
been developed and the efficiency of its work
has been evaluated [13]. The input data were
photographs of ears of wheat taken in the field.
The marking was done manually. In each image
of the ears, the affected area was highlighted.
The resulting masks and images were used to
train the CNN. As a result of the training, the
neural network generated masks, according to
which the degree of severity was determined by
calculating the area of the affected zone relative
to the area of the entire wheat ear. It was pro-
posed to segment the affected areas of cucum-
ber leaves with powdery mildew using CNN in
[14]. Preliminary processing (marking) of im-
ages was carried out using classical methods of
computer vision, as a result of which masks of
the affected areas were obtained. The efficiency
of the CNN was assessed.

'0’Mahony N., Campbell S., Carvalho A., Harapanahalli S., Hernandez G. V., Krpalkova L., Riordan D., Walsh J. Deep
Learning vs. Traditional Computer Vision // Proceedings of the 2019 Computer Vision Conference (CVC), 2019, vol. 1, pp.

128-144. DOI: 10.1007/978-3-030-17795-9_10.
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Classification architectures can take into ac-
count the visual features of signs of diseases at
different stages of the course of the disease, but
information on the actual area of the severity
is not available [9—14]. Segmentation architec-
tures allow us to solve the problem of determin-
ing the area of the severity, but do not take into
account the visual features of the signs of dis-
eases and the type of immunological reaction
(assessment of the degree of resistance) at dif-
ferent stages of development.

Within the framework of this study, the au-
thor plans to develop a system based on the CNN
segmentation architecture, which, in addition
to the affected area, will take into account the
visual signs of damage to wheat leaves. Mul-
ticlass segmentation of the leaves affected by
leaf rust images taken from a publicly available
dataset> will be performed. There is a known
scale for assessing the reaction and the degree
of leaf rust infestation of wheat varieties, divid-
ed into five gradations®:

1) healthy leaf;

2) resistance;

3) average resistance;

4) average susceptibility;

5) susceptibility.

Moreover, on each of them, except for the
first, the disease has the corresponding symp-
toms and the percentage of leaf damage. One
more class is added to these classes - the back-
ground. As a result, three classes were defined
for training CNN: background, healthy leaves
and leaves of four degrees of infestation. CNN
will allow you to distinguish both objects of
different classes (background, diseased leaf,
healthy leaf) and objects belonging to a specific
class. This will determine the degree of leaf rust
infestation on the leaves. This task is called In-
stance Segmentation [15]. To provide the neu-
ral network with training samples, software for
automated marking of dataset images will be
developed.

The analysis of the literature shows that the
issue of automatic classification of the degree

of damage to plants, taking into account their
visual characteristics and the type of immuno-
logical reaction (assessment of the degree of re-
sistance) is a promising area of research. In this
regard, a goal was determined and tasks were
set to be performed within the framework of the
author's dissertation work. Research results and
software products developed on their basis can
be used in environmental monitoring of crops
and in the development of optimal plant protec-
tion measures that reduce pesticide consump-
tion, improve product quality, and automate the
work of breeders to create resistant varieties of
plants.
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