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HccnenoBanbl BO3MOXHOCTH | 11€JI€CO00Pa3HOCTh puMeHeHHs baliecOBCKOM ceTr JoBepus U
JIOTUCTUYCCKOM PErpecCHH MJisi MIPOTHO3WPOBAHMSI COACPIKAHUS HUTPATHOTO a30Ta B CIIOE MOYBHI
0-40 cM mepen moceBoM. it 0OydeHUs MOmeNei MCIONb30BaHbI JaHHBIC JIUTEIHFHOTO MHOTO-
(hakTopHOTO TIONIEBOTO OTBITa CHOMPCKOTO HAYYHO-MCCIENOBATEIHCKOTO HHCTUTYTA 3eMJIISIEITHS ’
xumuzauuu cenbekoro xossiicta COHIA PAH 3a 2013-2018 rr. OnbIT 3a710%KEH HA YE€pHO3EME
BBILLEJIOYCHHOM Ha TEPPUTOPUH LEHTpabHO-IecocTennHOM noa3oHb! B 1981 . B HoBocuOupckoit
oOyacTu. YUUThIBasi 0COOCHHOCTH CTaTUCTHUYECKOW BHIOOPKH (JTaHHBIX HAOIIOCHHUI U aHAIHU30B),
OTIPEJICIICHBI OCHOBHBIC MPEANKTOPBI MOZACIICH, BIUSIONINE HA CONIEP’)KaHNE HUTPATHOTO a30Ta B TOY-
Be. baliecoBckast ceTh TOBEpHs MOCTPOCHA B BHIIE AITMKIMYECKOTO rpada, B KOTOPOM 0003HAYAIOTCS
IJ1aBHBIE (OCHOBHBIE) Y3JIbI M X B3aMMOOTHOIIIEHUS. Y3IIbI CETH MPEICTABICHBI KaueCTBEHHBIMHU U
KOJIMYE€CTBEHHBIMHU TTapaMeTpaMu pabouero yqacTtka (IIOJTHIT TIOYBbI, ITPEIIIECTBEHHUK, 00pa0doTKa
IIOYBHI, IOTOTHBIE YCIIOBUS) C COOTBETCTBYIOIIUMHU IpaialivsiMu (COOBITUSIMU). B pe3ynbrare 3aror-
HEHUS SKCIIEPTaMU TaOJUIIBl YCIOBHBIX BEPOSATHOCTEH C yUETOM aHajH3a SMIHPUICCKUX JTAHHBIX
CETh IIPUCBAUBACT AllOCTEPUOPHYIO BEPOSITHOCTh HACTYIUICHUS COOBITUH JIJIsI LIEJICBOTO y3i1a (cojep-
JKaHWEe HUTPATHOTO a30Ta B ciioe modBel 0—40 cMm). J{7s mpoBepKH yCTOMIMBOCTH pabOTHI CETH TIPO-
aHAJIM3UPOBAHBI JIBA CIICHAPHSI PA3BUTHSI COOBITHI, TIOTYYEHBI yIOBIETBOPUTENbHbIE TIOKa3aTenn. B
pe3yibTaTe MOCTPOCHHUS JIOTUCTHIECKON Perpeccry MOy4eHbl KO3 (UITMEHTHI, XapaKTepu3yIoIInie
TECHOTY CBSI3M MEXJy 3aBHCHMOI NepeMeHoW u mpeaukropamu. KoaddumumenTt nerepmunanuu
JOTUCTUYECKOM perpeccuu paBeH 0,7. DTO CBUAETEILCTBYET O TOM, YTO KaU€CTBO MOJEIH MOKHO
CUMTATh IOMYyCTUMBIM JIJISl POTHO3UPOBaHU. [laHa cpaBHUTEIbHAS OI[CHKA MPOTHOCTUYCCKUX BO3-
MOKHOCTEH 00ydeHHBIX Mojeneidi. OOmas 101 NpaBUIbHBIX MPOTHO30B st baliecoBCKoi ceTu
noBepust cocTaBisieT 84%, s TOTUCTHYECKON perpeccnn — 87%.

KuroueBbie ciioBa: baliecoBcKasl ceThb, pErpeCCUOHHBIA aHAIN3, HUTPATHBIN a30T, OYBa

PREDICTION OF NITRATE NITROGEN CONTENT IN SOIL USING MACHINE
LEARNING

Kalichkin V.K., ) Luzhnykh T.A., Riksen V.S., Vasilyeva N.V., Shpak V.A.

Siberian Federal Scientific Centre of Agro—BioTechnologies of the Russian Academy of Sciences
Krasnoobsk, Novosibirsk Region, Russia

(<) e-mail: tanya.luzhnykh@mail.ru

The possibilities and feasibility of using the Bayesian network of trust and logistic regression to
predict the content of nitrate nitrogen in the 0-40 cm soil layer before sowing have been investigated.
Data from long-term multifactor field experience at the Siberian Research Institute of Farming and
Agricultural Chemization of SFSCA RAS for 2013-2018 were used to train the models. The experi-
ment was established on leached chernozem in the central forest-steppe subzone in 1981 in the No-
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vosibirsk region. Considering the characteristics of the statistical sample (observation and analysis
data), the main predictors of the models affecting nitrate nitrogen content in soil were identified. The
Bayesian trust network is constructed as an acyclic graph, in which the main (basic) nodes and their
relationships are denoted. Network nodes are represented by qualitative and quantitative plot param-
eters (soil subtype, forecrop, tillage, weather conditions) with corresponding gradations (events).
The network assigns a posteriori probability of events for the target node (nitrate-nitrogen content
in the 0-40 cm soil layer) as a result of experts completing the conditional probability table, taking
into account the analysis of empirical data. Two scenarios were analyzed to test the sustainability
of the network and satisfactory results were obtained. The result of the logistic regression is the
coefficients characterizing the closeness of the relationship between the dependent variable and the
predictors. The coefficient of determination of the logistic regression is 0.7. This indicates that the
quality of the model can be considered acceptable for forecasting. A comparative assessment of the
predictive capabilities of the trained models is given. The overall proportion of correct predictions

for the Bayesian confidence network is 84%, for logistic regression it is 87%.
Keywords: Bayesian network, regression analysis, nitrate nitrogen, soil
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INTRODUCTION

Agriculture 4.0, as the fourth stage of its
evolution, puts forward the requirements for
creating and mastering modern information
systems for decision support using a set of
digital technologies [1]. Predictive analytics in
these systems should take a leading position,
because without predicting the transformation
of conditions, objects and processes occurring
in agriculture, it is difficult or almost impos-
sible to make the right decision on its manage-
ment [2, 3].

As in many other areas of human activity,
the amount of information on agriculture is
constantly increasing. Various machine learn-
ing algorithms are being used to evaluate infor-
mation from a variety of sources in order to an-
alyze data and assist agricultural professionals
in solving specific problems, while improving
efficiency. The application of machine learn-
ing in agriculture is currently accompanied by
massive interest from the global scientific com-
munity. Various models are used in machine

learning: regression, clustering, Bayesian and
neural networks, support vector machines, de-
cision trees, etc. The appropriateness of apply-
ing one or another machine learning model is
determined by the different types of agricultural
data and the problems to be solved [4-6].

One of the tools of artificial intelligence and
the possibility of application in machine learn-
ing are considered to be Bayesian Belief net-
works (BBN). A review article [7] noted that
the BBN method is suitable for research in agri-
culture, as BBN are able to reason with incom-
plete information and include new information,
as well as solve problems under uncertainty,
taking into account cause-effect relationships
[8]. Examples of the application of the BBN
apparatus in Russian-language publications are
considered in medicine, ecology, risk analysis,
sociology and other subject areas [9, 10], in the
application to agriculture BBN have very lim-
ited application [11].

The most popular statistical method used for
predictive modelling in agriculture is regression
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analysis. This method is considered the easiest
to use and understand, it allows to investigate
the relationship between the dependent (target)
and independent (predictor) variables, to iden-
tify significant patterns in general form, to de-
termine the closeness of the relationship of the
studied factors [12].

The purpose of the research is to train differ-
ent models for the analysis of empirical data,
to carry out a prediction of the nitrate nitrogen
content in the soil before sowing, and to evalu-
ate the accuracy of the predictive models.

MATERIAL AND METHODS

In model training, data from a long-term
multi-factor stationary field experiment of the
Siberian Research Institute of Soil Manage-
ment and Chemicalization of Agriculture of
SFSCA RAS were used. The experiment was
conducted in 1981 on the territory of the farm
"Elitnaya" - a branch of SFSCA RAS in the
Novosibirsk region in the central forest-steppe
subzone. The data include the results of re-
search (2013-2018) of a four-field grain and
fallow crop rotation (fallow - wheat - wheat -
wheat). The experiments were carried out with
different variants of the main tillage:

— ploughing (for the 1st and 3rd crops to a
depth of 20-22 c¢m, for the 2nd - 25-27 cm);

— non-moldboard tillage (non-moldboard
loosening with SibIME tines for the 1st and

3rd culture to a depth of 20-22 cm, under the
2nd - 25-27 cm);

—minimum tillage (stubble-mulch to a depth
of 10-12 cm for all crops annually);

— zero tillage (no under-winter plowing).

The stationary soil is leached chernozem
of medium-loam granulometric composition.
Modelling was carried out using data on nitrate
nitrogen content in the 0-40 cm soil layer be-
fore sowing.

The training of the BBN was carried out in
the Netica software version "6.07", the logistic
regression model was implemented in the SPSS
module package version "26". In modelling,
80% of the original sample data were used for
model training and 20% for testing (forecasting).

The dimensioning of the nitrate nitrogen
level in the soil was set according to A.E. Ko-
chergin's scale.

RESULTS AND DISCUSSION

BBN construction. BBN is an oriented acy-
clic graph, each vertex of which corresponds
to a random variable, the arcs of the graph en-
code the conditional independence relations
between these variables. The vertices can rep-
resent variables of any type, be weighted pa-
rameters, latent variables or hypotheses [13].
BBN are probabilistic because they are based
on probability distributions and use probability
theory to make predictions. Some data or ex-
pert knowledge (heuristics) are used to train
and run a BBN. A prediction model is based on
Bayes formula, which determines the probabil-
ity of an event occurring, assuming that another
event that is interdependent with it has already
occurred.

The construction of a BBN begins with the
definition of the graph structure, in which the
main (main) nodes and their parameters are
identified.

Based on the data structure, it is expertly
assumed that the amount of nitrate nitrogen in
the soil is dependent on weather conditions and
farming practices.

The main nodes of the network are then
represented by the qualitative and quantitative
parameters of the working area (soil subtype,
forecrop, tillage, weather conditions) with the
corresponding gradations (events):

— soil sub-type - discrete variable with one
gradation — Leached chernozem;

— soil tillage with four gradations — Plow-
ing, Non-mouldboard tillage, Minimum tillage,
Zero tillage;

— forecrop with four gradations — Fallow,
fallow wheat 1, fallow wheat 2, fallow wheat 3;

— weather conditions with two gradations —
Favorable, Unfavorable;

— nitrate nitrogen content in the 0-40 cm soil
layer with two gradations - Less than 10 (less
than 10 mg/kg soil) and More than 10 (more
than 10 mg/kg soil). This node is the target
node.

The next step was to construct an acyclic
graph and arrange causal relationships to the
target node, which is a prerequisite for further
completion of the conditional probability table
(CPT), taking into account the analysis of the
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data obtained. The constructed graph consists
of four main nodes (soil subtype, weather con-
ditions, forecrop, tillage) and one target node
(nitrate nitrogen content). At this stage, the sys-
tem sets up a uniform probability distribution
for all the nodes (see Figure 1).

Once the structure of the graph has been
drawn up and the cause-and-effect relation-
ships have been defined in the form of arrows
from the main nodes to the target node, the CPT
is constructed and completed according to the
logic of the model (see Figure 2).

In CPT, the program automatically builds
possible combinations of random events of
the major nodes affecting the two events of the

target node (nitrate nitrogen content - Less 10,
More 10). In doing so, experts assign a priori
probability of occurrence of each of the two
events of the target node to each combination of
random events of the main nodes, thereby train-
ing the model. The higher the percentage, the
greater the probability that a given event will
occur. In completing the CPT, the experts were
guided not only by heuristics (knowledge of the
problem) but also by empirical data from field
experience. Once the CPT is fully constructed
and populated, the BBN is compiled and the
network is ready to use.

Before giving a forecast for 2021 for nitrate
nitrogen content in the 0-40 cm soil layer, the

Soil subtype |
Leached chernozem 100 [

Soil treatment i _¥ Forecrop
Plowing 250 e Nitrate nitrogen content Fallow 250
Mo tillage 25.0 ® less 10 50.0 mm— [ wheat steamed 1 250
Minimum tillage  25.0 mare 10 50.0 m— wheat steamed2  25.0
Zerotillage 250 Y wheat steamed 3 250

Weather conditions
Favorable  50.0 e |
Unfavorable  50.0 :

Puc. 1. CtpykTypa anukiIndeckoro rpaga.
Fig. 1. The structure of an acyclic graph.

u Metica - [E Takble (in Bayss net

oneta_600802021) ]

A% File Edit Table Window Help

= =] | | | 2 o 1 ob % g | 2|
MNode: E vl Apply 0K
Chance vl % Probability vl Reset Close
B C A D less 10 more 10
Leached chemozem Plowing Fallow Favorable 25 75
Leached chemozem Plowing Fallow Unfavorable 31 &9
Leached chemozem Plowing wheat steamed 1 Favorable il 18
Leached chemozem Plowing wheat steamed 1 Unfavorable 87 13
Leached chemozem Plowing wheat steamed 2 Favorable il 12
Leached chemozem Plowing wheat steamed 2 Unfavorable =] 10
Leached chemozem Plowing wheat steamed 3 Favorable L] 11
Leached chemozem Plowing wheat steamed 3 Unfavorable 3z 8
Leached chemozem Mo tillage Fallow Favorable L1i] &0
Leached chemozem Mo tillage Fallow Unfavorable a5 55
Leached chemozem Mo tillage wheat steamed 1 Favorable a0 20
Leached chemozem Mo tillage wheat steamed 1 Unfavorable il 15
Leached chemozem Mo tillage wheat steamed 2 Favorable 85 15
Leached chemozem Mo tillage wheat steamed 2 Unfavorable a0 10

Puc. 2. ®parmMeHT TaONUIBI YCIOBHBIX BEPOSATHOCTEN

Fig. 2. A fragment of the conditional probability table
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network was trained to determine its behavior
during changes in the events of the main nodes
and to obtain the posterior probability of the
target node. For this purpose, a situation was
modelled (first scenario) in which the conditions
on the working plot were as follows: forecrop -
Fallow, tillage — Mouldboard Plowing, weather
conditions - Unfavorable (see Figure 3).

In the first scenario, the BBN predicts with
a 69% probability that the nitrate nitrogen con-
tent in the 0-40 cm soil layer will be more than
10 mg/kg.

In order to check the stability of the network,
the second scenario was analyzed (node events
changed): forecrop — fallow wheat 3, tillage -
Zero tillage, weather conditions - Favorable
(favorable) (see Figure 4).

Under the second scenario, the BBN predicts
that there is a 95% probability that the nitrate
nitrogen content in the 0-40 cm soil layer will
be less than 10 mg/kg.

A sensitivity analysis has also been conduct-
ed for the BBN. A sensitivity analysis function
is used to determine the magnitude and extent
of the impact of the main nodes on the target
node events in a descending order (see Table 1).

The mutual information between the two
nodes indicates how dependent these nodes are
on each other. If it exists, it shows how close
their relationship is. The highest rate of mutual
information is obtained for the forecrop node.
This means that the node has the greatest in-
fluence on the target indicator (nitrate nitrogen
content in the 0-40 cm soil layer). Weather con-

ditions and soil tillage have much less influence
on the target indicator.

Construction of a logistic regression model.
To predict the target indicator (nitrate nitrogen
content in the 0-40 cm soil layer), the relation-
ship of this indicator (dependent variable) to the
following independent variables (factors) was
investigated: forecrop, tillage method, weather
conditions (precipitation in April-May and Sep-
tember, average monthly air temperature for the
same months).

The dependent variable can be categorized
as a categorical variable when the values of
nitrate nitrogen in the 0-40 cm soil layer take
the form - Less 10 and More 10. In this case,
the desired relationship can be obtained using
a logistic regression model [14]. In this case,
one of the categories of the dependent variable
becomes the reference variable and the other is
compared with it. The independent variables
can be categorical or quantitative. The logistic
regression equation predicts the probability of
belonging to each category of dependent vari-
able by the values of independent variables.
The final selection of the predicted category for
the dependent variable is made according to the
rule of most likely membership.

Data generated in the form of a table of 72
observations (rows) and 9 factors (columns),
including the dependent variable, were used to
obtain the parameters (coefficients) of the lo-
gistic regression (see Figure 5).

The number of observations is distributed by
the nitrate nitrogen content in the 0-40 cm soil

Puc. 3. Ilepssiii cuenapuii bCJ]
Fig. 3. The first DAG scenario

Soil subtvpe |
Leached chernozem 100 [

Soil treatment | . _Y Forecrop |
Plowing 100 Nitrate nitrogen content Fallow 100 |———
Mo tillage 0 = |ess 10 0w i [ wheat steamed 1 0 [N
Minimum tillage 0 more 10 £9.0 wheat steamed 2 0
Zerotillage 0 Fy wheat steamed 3 0

Weather conditions
Favorabte O] | | |
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Soil subtype |

Leached chernozem ~ 100 jmm—m—

Soil treatment . —¥ Forecrop
Plowing o] [ ¢ Nitrate nitrogen content Fallow 0
No tillage 0 B |ess 10 95.0 —— wheat steamed 1 0
Minimum tillage 0 mare 10 500 wheat steamed 2 0
Zero tillage 100 Fy wheat steamed 3 100

Weather conditions |
Favorable 100
Unfavorable 0

Puc. 4. Bropoii cuenapuit bC/|
Fig. 4. The second DAG scenario

Taba. 1. Pe3ynbrarsl aHanu3a 4yBCTBUTEIBHO-
CTH y3J1a COEeP KaHUsI HUTPATHOTO a30Ta B CJIOE
rouBsl 040 cm

Table 1. Results of the sensitivity analysis of the
nitrate nitrogen content node in the 0—40 cm soil
layer

Mutual o
Node informa- | Percentage Behef dis-
X persion
tion
Forecrop 0,308 33,9 0,08366
Weather conditions | 0,00174 0,204 0,00048
Soil tillage 0,00084 | 0,0987 |0,0002322
Soil subtype 0 0 0

layer as follows: Less 10 - 53, More 10 - 19.
More 10 category was selected as a reference
category.

Table 2 presents the coefficients obtained by
means of logistic regression. Based on the lo-
gistic regression calculations, we can conclude
that the strongest influence on the resulting
variable is exerted by fallow as a forecrop. If
the significance of the coefficient is P < 0.05,
the relationship is statistically significant. A
result of P>0.05 indicates that the relationship
between the variables is weak or not detected.
Third fallow wheat and zero tillage do not af-
fect the nitrate nitrogen content in the 0-40 cm
soil layer.

A measure of the adequacy (quality) of the
constructed logistic regression model is the
pseudo R-squared coefficient. In this case, the
resulting variance on the Nagelkerke measure

(usually the most used) is 70%, indicating the
satisfactory predictive power of the model.

Unlike conventional regression, a logistic
regression model does not predict the value of a
numerical variable based on a sample of initial
values. Instead, the value of the function is the
probability that a given initial value belongs to
a particular category.

Thus, in the course of the research, BBN
and logistic regression models were built and
trained, predicting nitrate nitrogen content in
0-40 cm layer of leached chernozem before
sowing. The forecast for 2021 was carried out
for the experiments presented in Table 3. The
weather conditions this year were unfavorable.

The prediction made with the help of BBN
shows accumulation of nitrate nitrogen in soil
layer 0-40 cm for fallow precedence in all vari-
ants is more than 10 mg/kg (with 69% proba-
bility for ploughing, 55% for non-mouldboard,
65% for zero tillage). For all other variants, ni-
trate nitrogen content of less than 10 mg/kg is
predicted. In contrast to BBN, logistic regres-
sion prediction shows nitrate nitrogen content
in 0-40 cm layer in all variants not more than
10 mg/kg.

The deviation (error) of the actual nitrogen
content from the predicted one was determined
as a criterion for evaluating the predictive mod-
els. Table 4, 5 present comparative predictive
capabilities of the models tested on the initial
sample. The initial sample consists of 72 obser-
vations, including 53 observations with nitrate
nitrogen content Less than 10 and 19 observa-
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Mpaeta Bug  [aHHbie MpecOpazoBaHne AHanuz Mpatuka YTHNHTBI PacwupeHua Okho Cnpaeka
= A h T AT ; ] Al
=h. 1= - 2 36 & = Bl 9«
4:
& log da MpeAWwecTBEHHIK CopepxanneNNOImrkr da ObpaboTkanouskl & Cp.temn.CeHt & Ocankncent
nousticnoe(40cm
1 2013 3-a nweHwua no napy 7,50 Benaweka 12 466666666666667 41,0
& 2013 3-A nweHWLa no napy 5,10 BeaoTeankHan 12 466666666666667 41,0
3 2013 3-A nweHuua no napy 5.80 Hynesan 12.466666666666667 41,0
4 2013 Nap 10,20 Benaweka 12,466666666666667 41,0
5 2013 Nap 8,90 BeaoteankHan 12 466666666666667 41,0
6 2013 Nap 9.60 Hynesan 12,466666666666667 41.0
7 2013 1-aA nwekuua no napy 8,30 Benaweka 12 466666666666667 41,0
8 2013 1-aA nwekuua no napy 9,50 BeaoTteankHan 12 466666666666667 41,0
9 2013 1-am nwexwua no napy 5,20 Hynesan 12,466666666666667 41.0
10 2013 2-aA nwekuya no napy 8,50 Benaweka 12 466666666666667 41,0
1 2013 2-aA nwexuya no napy 9.10 BeaoTeankHan 12.466666666666667 41,0
12 2013 2-am nwenuua no napy 440 Hynesan 12,466666666666667 41.0
13 2014 3-A nweHwua no napy 11,00 Benawea 9,400000000000000 52.0
14 2014 3-A nweHnua no napy 12.40 BeaoTBankHan 9.400000000000000 52,0
15 2014 3-3 nweHuua no napy 9,30 Hynegan 9.400000000000000 520
Puc. 5. @parmenT Tabnuipl 1aHHBIX B SPSS 11 mocTpoeHus TOrucTudeckoil perpeccun
Fig. 5. A fragment of a data table in SPSS for constructing a logistic regression
Ta6a. 2. Ouenka napameTpoB (KO3PPUIIMEHTOB) JIOIHCTHUYECKOM perpeccuu
Table. 2. Estimation of parameters (coefficients) of logistic regression
Coefficient of i
Factor . Standard error . Cgetﬁ016nt
variables significance (P)
Average monthly temperature (September) -1,7 0,6 0,007
Average monthly rainfall (September) -0,16 0,068 0,023
Average monthly temperature (April to May) -2,08 0,84 0,013
Average monthly rainfall (April to May) -0,22 0,076 0,003
Forecrop — fallow 5,1 1,7 0,002
Forecrop — 1-st wheat on fallow -0,613 0,8 0,48
Forecrop — 2-nd wheat on fallow -1,5 1,03 0,167
Forecrop — 3-rd wheat on fallow 0 0 0
Tillage - ploughing 1,03 0,81 0,27
Tillage — non-mouldboard -0,58 0,87 0,607
Tillage — zero 0 0 0
Constant 55,1 19,06 0,004

tions with nitrate nitrogen content More than
10.

In BBN, correct predictions for the Less 10
category are as high as 90%, with 48 observa-
tions predicted correctly and 5 incorrectly (see
Table 4).

For the More 10 category in the BBN, the
correct prediction rate is 68%. However, out of
19 observations, 13 were correctly predicted
by the model and 6 were incorrectly predicted.
For all observations, the overall proportion of
correct predictions is 84%. The reliability of

the predictions is lower than in logistic regres-
sion, but the efficiency of its predictive ability
is quite high.

When comparing actual observations of ni-
trate nitrogen content in the 0-40 cm layer with
predicted estimates using logistic regression,
it can be noted that the obtained proportion of
correct predictions is 94.3% for the category
Less 10 (see Table 5). This model correctly pre-
dicted 50 observations, three observations were
predicted incorrectly, falling into the category
More 10.
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For the sample of observations with nitrate
nitrogen content More 10, the proportion of cor-
rect predictions was 68.4%, of which 13 observa-
tions were correctly predicted and 6 predictions
were incorrect, falling into the category Less 10.
The total proportion of correct predictions in all
categories was 87%. Thus, given the small size
of the statistical sample and the small number of
predictors, the predictive properties of the tested
models can be considered satisfactory.

CONCLUSION

Using machine learning techniques, mod-
els have been built and trained to predict the
pre-sowing nitrate nitrogen content in the 0-40
cm soil layer with acceptable confidence. The
difference in methodologies is that the BBN in
predictive modelling allows for "what-if" sce-
nario analysis, can combine patterns inferred
from statistical data and expert knowledge de-

rived from actual data, and is able to handle in-
complete and different types of data.

In the future, it is planned to improve the
quality of the models by adding other predic-
tors affecting the resultant trait, to search for
machine learning methods that allow analysis
of small-scale data, and to verify the models
with actual data. The possibility of using the
built models to develop an expert system for
the selection and maintenance of agricultural
technologies, which will allow making com-
petent decisions in relation to the objectives of
agricultural production is being considered.
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